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Can Cloud Images help in Predicting Geomagnetic Storms?
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Solar activity and Cosmic Ray particles are known to have an effect on the formation of structural
clouds through changes in temperature. With an increase in solar activity, coronal mass ejection
increases, leading to an increase in temperature in the Earth’s atmosphere. The change in temperature
is related to the change in cloud formation and rainfall distribution, and hence the change in climate
pattern. This prompts us to analyse terrestrial cloud images for robust processing of underlying
information or patterns. Geometrical exploration of cloud properties using Multi-Fractal Analysis
(MFA) is given preference over standard statistical tools for devising an improved weather prediction

platform in the future. For the first time, MFA is reported to be used successfully to analyse cloud
properties using images obtained from satellites to predict geomagnetic storms.

1. Introduction 37

Strong Geomagnetic Storms (GMS) originate mostly
due to Coronal Mass Ejection (CME) from the Sun and” w0
was found that 13 % is caused by Co-rotating Interac-
tion Regions (CIR), the intense geomagnetic activity can 1
also be due to fast streams of coronal holes ( *

(2004);

(2009); -
( )). CMEs launched from the Sun reach o

Earth’s upper atmosphere in 1-5 days, depending on their
speed ( (2000);
(2004)). Tt is well known
that CME creation is directly related to solar activity that s

increases or decreases with the solar cycle (

43

44

51

(2002); (2010); Ti-

(2011); .

(2013); o

( )). Therefore, a link between solar activity and Earth’s o

climate is well-known. o
in their study found that the sea surface .
temperature affects the structure of the marine atmospherlc
boundary layer, which controls the exchange of heat and
moisture between the ocean and the atmosphere, 1mpact1ng o
the weather patterns. Their study confirms that when solar -
radiation is at its peak, the effect of the sea surface tem- o
perature forcing on cloud formation reaches its maximum. -
According to the study, fluctuations in "
wind speed contribute to temperature changes in the terres- -
trial environment. Lower wind speed during the post-hiatus
period results in warming, but higher wind speed during the o
hiatus period (a period of reduced global warming) is lmked
to cooling effects. They also pinpoint how cloud vertical " o
structure is affected by temperature change, such that a lower
cloud top height corresponds to warming during the post- o
hiatus period, and a greater cloud top height is linked to Ve

cooling effects during the hiatus period. Again, b
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, in their research highlighted that cloud microphysical
processes control the planet’s energy balance. For instance,
variations in cloud droplet concentrations and sizes can
impact the amount of heat trapped in the atmosphere and
the amount of Sunlight reflected into space. The temperature
and climate of the globe are directly impacted by these
variables. E. Palle Bago and C. J. Bulter established a link
between Galactic Cosmic Rays (GCR), clouds factor and the
Earth’s climate. Their focus was on exploring the influences
of the cosmic rays flux on clouds of different latitude zone
of the Earth’s atmosphere ( ( );

( )). Their results show that the height
of the clouds plays a role in understanding climate change
( ( )). Solar activity and cosmic
rays in the terrestrial region are the characteristic conducts
and factors with which an anomalous behaviour of GMS is
explained.

Many researchers propose the prediction for space weather,
involving the arrival time of the CME on the Earth’s upper
atmosphere and the corresponding magnitude of GMS.
Such an attempt was made by to predict
GMS by identifying their source of origin and studying
their behaviour for a better chance of forecasting GMS.
Also, prediction using logarithmic relation is put forward
by for determining the behaviour of GMS.
The Boller-Stolov model proposed that storms are controlled
by the magnitude of the southward component of solar-
magnetosphere wind ( ( );

( )). Another model that focuses on the semi-
annual variation, as the latitudinal variation of solar streams
existed, this model postulated that the geomagnetic activity
has two separations in annual variations with different
phases due to the polarity of the interplanetary field (

( )). The interplay between the upper
atmosphere of the Earth and particles emanating due to
CMEs from the Sun and GCR must play a role in the
structural formation of clouds. The particles that carry the
variability signature of the Sun and cosmic rays enter the
Earth’s atmosphere and interact with the magnetosphere,
interfering with the path of the field lines and hence causing
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Can Cloud Images Help in Predicting Geomagnetic Storms?

a disturbance, which leads to GMS. Also, variability on the
surfaces of the Sun introduces the Forbush effect on the
GCR particles ( ( );
(1991); (2000)).

Following the above understanding of GMS, we propose
a new idea for predicting GMS by analysing the cloud im-
ages using the Multi-Fractal theory. Wavelet Transformation
method (see Section 3) is used to study the interplay be-
tween the solar-terrestrial and cosmic-terrestrial, to provide
evidence that climate change is due to their interaction.
This change in climate affects cloud formation and thus
influences rainfall distribution. Therefore, using the Multi-
Fractal Analysis, we carried out a study using cloud images
for GMS prediction. Multi-Fractal Analysis is a strong tool
for the study of geometrical patterns formed as a result of
nonlinear dynamical processes which is described in detail
in Section 3, an observation of the results of both studies is
discussed in Section 4 and lastly, a conclusion is drawn from
our analysis in Section 5.

2. Data

Solar and Geomagnetic indices were retrieved from
NASA archived (https://omniweb.gsfc.nasa.gov/form/dx1.
html), the data on the website are combined data from Ad-
vance Composition Explorer (ACE), Wind Scapecraft, IMP
8 and Geotail, having data starting from 1-min time resolu-
tion. Cosmic rays data was retrieved from Sodankyld Geo-
physical Observatory (SGO) archived (http://www.sgo.fi/
Data/archive.php). The neutron monitor (NM) in Oulu/SGO
is one of the most stable and reliable stations of the World
Neutron Monitor Network, it contains data starting from
1-min resolution (

( )). NASA archived (https://data.giss.nasa.gov/
gistemp/) also provide the combined data of surface tem-
peratures for the Land-Surface Air and Sea-Surface Water
Temperatures in terms of the global mean, the mean for
the Northern Hemisphere, and the mean for the Southermsz

Hemisphere with monthly resolution ( 128
( ); n20
( )). Hence, monthly resolution data sets are considered:so

as carried out for further analysis. De-trending of the time-s1
series data is employed before the analysis is performeds2
because of the observed trends in the time series. Theus
cloud properties image data was retrieved from the Mod-3s
erate Resolution Imaging Spectroradiometer (MODIS) datass
archive (https://modis.gsfc.nasa.gov/data/dataprod/modo6 13e
php). The images measuring the cloud height from the top

view were utilized for the Multi Fractal Analysis in the laters?

pa_rt. 138
139

3. Methodology i
3.1. Wavelet Transformation 142
As suggested by and ra3

, a Wavelet Transformation (WT aa
is a signal transformation that incorporates time and fre-as
quency information of a signal without needing the signal tous

remain stationary. WT leverages the idea of breaking down a
time-series signal and then precisely reconstructing it using
the dilation and translation processes (

(2014); (2018)). The

mother wavelet y () uses the mathematical expression

— it —12
l/4etwte 1°/2

y() =r ey

with angular frequency (w) set to 6, since it makes the Morlet
wavelet approximately analytic and is the preferred value

in literature ( ( );
( ) ( )
( )). WT can be a uni-variant

wavelet transformation of a single time-series, it is known
as Continuous Wavelet Transformation (CWT) whereas, a
bi-variant wavelet transformation involving two time-series
variables is called Cross Wavelet Transformation (XWT)
(Liu (1994);

(2008); ( ).
The wavelets can be conveniently discretized in practical
applications by setting dilation, @ = 2° and translation,
b = 72% in octaves ( ( )) to get

W, () = 272 (275 — 1) )

where, s and 7 are integers. Then, CWT is mathematically
expressed as;

1
N

and if y (¢) and y, () are the two time series simultaneously
understudy, then XWT is given by,

+0o0
(s, 7) = / u/(t)w*(% — r)dt 3)

Won (52 0) =< W15, D0 (5, 7) >= [ Wy, 5, D[ 00)
4)

where, phase ¢;(s) describes the delay between the two
signals variable at time 7; on a scale s. Details of this
transformation can be seen in ( ( );

( )). Wavelet analysis of the
speed of Solar Wind (SW) particles, Cosmic Rays (CR)
particles, terrestrial Geomagnetism indicators (ap-index),
and combined terrestrial Surface temperatures are studied
to provide needed evidence for solar-terrestrial and cosmic-
terrestrial interaction which are the main cause of climate
change on the Earth’s atmosphere.

3.2. Fractal Theory
Benoit B. Mandelbrot was the first to introduce the
application of fractal analysis to natural time series data
( ( )) and later Multi-Fractal
method was used for the study of turbulence which was
further used by many mathematicians and physicists for
their studies ( ( ); ( )). The
MFA was used in a seismic study to determine the complex-
ity of fractals using the Multi-Fractal parameters (
( )). The fractal community
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also recommends Multi-Fractal studies for image analysiSaoe:
A fractal dimension that is important for characterising theio2
image in terms of its fractal structure can be computed frones
an image that represents the critical state of a specific processios

( (1994); (2009)). 108

196

3.2.1. Box Dimension 107

This dimension implements the box-counting method,,,
to estimate the fractal dimension by using a least-squares,q,
fitting. It is known for its simplicity of measuring the fractal,,,
dimension (D) of a signal/ data. The principles involved in,,,
estimating the dimension of image data are simply covering,,,
the grayscale image with cubes of width €, the D is mathe-,
matically defined as; 208

l N 205
D = lim logN(e) (5pos
e—0 log(1/¢)

207

where N(e) is the number of smallest cubes of width €°
required to cover over an image. The slope of an ordinary**®
least squares linear fitting estimates the required dimensiorf*°
( (1993); (1999); o

( )). This method is acknowl***
edged to have limitations because it is the simplest way
to measure the fractal dimension. We introduce the Multi-
Fractal study, which is recognised as the most significant
fractal estimation, in order to be precise and thorough.

3.2.2. Multi-Fractal Approach

This method considers a multiscale image, let’s say
a(x,t), where t is a time parameter measuring the little
information that filters out from an image and furthermore
takes into consideration the global information (
( )). Scaling analysis is therefore related to t because 1t -
also evaluates the size of the neighbourhood, which affects
the value of a(¢) at x ( ( )). In order to d1rectly
extract information from singularities, this Image Multiscale
Analysis (IMA) employs scale invariant and translation con-, e
cepts. The points that make up the structural (edge) mforma-2 Y
tion in the images are thought to have regularities that differ
from the background regularity of the original image. With-::
out making any assumptions about its regularity or structure,
this approach is used ( ( )). The structure of -
singular measures can also be found in MFA ( ::

( ); ( )), which is

also used to measure robustness, such as that of Choquet: :
capacities ( ( )). It is renowned for
measuring unique instances of self-affinity and resemblance
in both deterministic and unpredictable situations ( -
(1994); (1996)). v
provides a detailed explanation of the Multi-Fractal prmmple
for image analysis. The point-wise structure of a smgular *
measure is analysed through a spectrum called the Multl-232
Fractal spectrum.

228

233

3.2.3. Multi-Fractal spectrum 234
The spectrum known as the Multi-Fractal spectrum gives™®

either geometrical or probabilistic information about thé*®
237

distribution of points that have the same singularity. Multi-
Fractal spectrum satisfies the Holder spectrum formalism,
which interns depend on Holder regularity(er). The parame-
ter mainly depends on the statistical approaches or theories
used for a given set of functions ( ( );

( )). Some research has shown that the Multi-Fractal
spectrum is an adequate measure for geometrical structure
or fractal pattern ( ( )). The Multi-
Fractal technique of the probabilistic approach of the scale
was used to probe some intrinsic features present in stereo-
metric images ( ( ).
Multi-Fractal methods have drawn attention to analysing
singular signals, both for theory and application (

(1997)).

Considering a distribution measured by u (multiplicative
construction of the density) in space, the probability of a
point belonging to a set. The density distribution of this
set will fail if the distribution is found to be singular. The
strength of the singularities of u is measured by exponent
a(x) called Holder exponent, which distinguishes the Multi-
Fractals. K, which describes the points of equal strength
lying on interwoven fractal sets;

log u(B)

K, = |xeR? lim
“« B— (x) log|B|

Dalx) = (6)
where B is a ball containing x with its diameter | B| tending
to zero. Hausdorff dimension measures the size of the fractal
sets K, to identify the geometry of the singular distribution

uas( ( ) ( ),
fH((X) =

A continuous spectrum of f (@) Vs a known as the Haus-
dorff spectrum or Singularity spectrum uses the exponent «
to describe the erratic dynamics of the Multi-Fractal system
in terms of value and shape. The a measures the signal’s
regularity and is presented to detect the discontinuity that
occurs in a dynamic signal. These discontinuities in a signal
are located when the number of continuous derivatives of the
signals, where the Holder exponent changes, become signif-
icant ( ( )). Therefore, the spectrum measures the
degree of the nonlinearity in irregular signals (

( ). stated that MFA amplifies
the non-linear geometrical pattern in the time series and in
estimating the Hausdorff dimension.

uses the Multi-Fractal formalism in characterising the
different types of patterns which give rise to the spatial
distribution of pixels in an image. The MFA was used in a
seismic study to determine the complexity of fractals using
the Multi-Fractal parameters, Holder exponent a (
(2004).

The Hausdorftf spectrum is obtained from step-wise
functionality operation. Firstly, de-noising and normaliza-
tion of the data, and checking the noise level in a function
will determine the nuisance factor needed to be eliminated,
hence smoothing the signals. Secondly, the function is de-
trended or decomposed where fractal behaviour is observed,

dim(K,) @)
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called singularities ( ( );

( ); ( )). Here, the Hausdorff spectrum is used
to identify the nonlinear dynamics in the cloud properties
for earlier detection of terrestrial weather changes, yielding
storms, or sub-storm. The Multi-Fractal parameter, i.e.,
Holder exponent observed from our analysis is important as
it explained the enhancement of fractal structure. When we
observed a a with high value, the geometrical abundance is
in higher scale or self-similar fractal information appeared
in a large area. And if an observed « value is low, the self-
similar structural enrichment appeared in a small area.

We have adopted this methodology to analyse the satel-
lite images of the cloud for the robust pattern shown by them.
This study can contribute to differentiating the pattern seen
in the analysed cloud data, which can provide insight into
the GMS prediction. There are different methods with which
this spectrum can be generated, since our is an image (2-D)
data, we have adopted the segmentation method following
the theory presented above.

4. Results and Discussion

4.1. Wavelet Analysis

CWTs are used for analysing the time series of the mean
Surface Temperature (in Global, Northern Hemisphere, and
Southern Hemisphere) of the Earth’s atmosphere (i.e., the
combined surface temperature of Land, Sea, and Air), the
speed of the SW particles which originates from solar ac-
tivity (CMEs), the galactic cosmic ray in the heliosphere
which is modulated by the solar magnetic activity and lastly,e,
the Geomagnetic Indices (GMI) in terms of ap-index which,,,
describe the global variation of magnetic activity of the,,
Earth due to the solar phenomena. 206

207

4.1.1. Continuous Wavelet Analysis son
CWT and its Average powers use the intrinsic signal to,
modulate the intrinsic signature of the time series with 95%,
significant inside the Cone Of Influence (COF) marked by,
the black line inside the white contour of the wavelet plot
( ( ))- The Average wavelet
power shows the variation of the most significant period, ,
over the average wavelet power of the time series. Various, _
periods’ modulation of 95% significant is shown by the
CWTs of the time-series understudy, such as the 1-year,
period of the Earth’s revolution around the Sun. The ~
1.7 year period which is the quasi-periodicity of cosmic,s
variation, is known to be the period of combined action of;,,
the large solar events (CMESs) and long-lived Global Merged,,,
Interaction Regions (that is, ~ 1 year recovery time of,,,
cosmic ray intensity at 1 AU) ( ( )). The periods,,,
~ 3.8 and the ~ 8 years period also called the oction,,
and octoeteris are due to the lunar cyclic changes in the,,
climatic characteristic and are the manifestation of the EL,,
Nifio Southern Oscillation (ENSO) and North Atlantic Os+,,
cillation (NAO) ( L.y
(2001); (2012); (2016)) 316
The distribution of rainfall in the Pacific Ocean’s tropical,,
zone is known to be directly impacted by ENSO, which is a

6
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Figure 1: The plots describe the CWT (left) and its Average
wavelet power (right) of the time-series: where (a) & (b) is
for Global Surface Temperature, (c) & (d) is for Northern
Hemisphere Surface Temperature, and (e) & (f) for Southern
Hemisphere Surface Temperature. The black line inside the
white contour expressed the 95% significant period over a
timescale in the CWT, and the periods plotted in the Average
wavelet power (marked with red dots) exhibit 95% significant.

temporal variation in the central and eastern Pacific Ocean
and the difference in sea level pressure between subpolar
and subtropical latitudes is the NAO. The periods 2.33 and
4.66 years are the periodic wind variation in the equatorial
stratosphere called the Quasi-Biennial Oscillation (QBO),
which results from the downward propagation of easterlies

and westerlies wind ( ( ,4);
(1968);

( )). Lastly,
the Sun’s solar cycle period, which is the 11 year period
( (2008); (2015);

( )) is also observed from the CWTs
and its Averages.

Figure 1, shows the CWT and its Average power plots
of the time series of Global Surface Temperature (GST),
Northern Hemisphere Surface Temperature (NHST), and
Southern Hemisphere Surface Temperature (SHST) of the
Earth’s atmosphere. The above mention periods are observed
in the sub-figures of Figure 1. A maximum amplitude sig-
nificant period of ~ 3.8 years are seen in sub-figures 1 (b)
and (f) for GST and SHST time-series, but this period even
though significant does not have a maximum amplitude in
NHST time-series and is suppressed by the 1-year period of
maximum amplitude (refer sub-figures 1 (d)). The significant
~ 1.7 and 11 years period are also observed in the CWT of
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GST, NHST, and SHST time-series as shown in Figures s
(b), (d) and (f) respectively. 340
350

351

352

353

354

355

(e) ()

369

Figure 2: Plots describes: (a), (b) are the CWT and Average
wavelet power of the Cosmic Rays; (c), (d) are the cwT”®
and Average wavelet power of the Solar Wind particles speed?™
and (e), (f) is the CWT and Average wavelet power of the™
Geomagnetic indices (ap-index). 373
374

375

Again, Figures 2 show the CWT and its Average power "
plots of the time series of Cosmic Rays (CR), SW particle 7:
Speed, and GMI (ap-index). In this figure, the 51gn1ﬁcant
period modulation of 11 years has a maximum amphtude »
and is the most dominating period throughout the CR tlme
series (refer to sub-figures 2 (a) and (b)). Although, the
~ 1.7 year period shows up in CWT of CR, but is not
consistent throughout the timescale (refer to sub-figures 2
(a)). The 11 year’s significant period of maximum power o
shows up in both the SW (speed) and GMI (ap-index) time-
series throughout the timescale of the CWT plots (refer,,,
Figure 2 (¢), (d), (¢) and (f)). After the 11 year period,,,
~ 4 and ~ 1.7 years significant period are seen to have,
the second-highest amplitude of the average power, followed,
by 1 and 2.33 years period in the Average wavelet power,
plot of SW particles speed time-series (refer to sub-figure 2,
(d)). Similarly, ~ 4 and ~ 1.7 years significant period are,,,
also observed in the CWT and the Average wavelet power,,,
plots of the GMI (ap-index) time-series (refer to sub-figure,,,
2 (f)). These significant periods observed in their individual
intrinsic signals will play a role in their interaction, which is

further discussed in the next section. 07

398

4.1.2. Cross Wavelet Analysis

The cross wavelet transformation (XWT) is used to study
the interplay between two time series in terms of thelr
periodic interaction, which are constructive (in-phase) that

intensify their average power and are destructive (out-of-
phase) which subside their average power. From this anal-
ysis four plots are observed, they are the XWT plot which
describes the wavelet phase interaction (black arrows) of the
periodic variation (i.e, the periods are of 95% significant
inside the white contour region with black arrows (resultant
phase direction) observed in XWT), the Average XWT plot
shows the average wavelet power coefficient Vs periods ob-
served with significant of 95% (that is, red dots in the average
wavelet power plot), the Coherence XWT plots which show
the constructive interaction of the observed period with
power bar significant and its Average Coherence plot which
shows the significant period’s interaction Vs coefficient of
the average coherence.

The XWT plots between GST, NHST, and SHST with
CR time series are shown in Figure 3. From the XWT and
Average XWT plots of GST Vs CR and NHST Vs CR time-
series, significant periodic variation of similar amplitude
with maximum average power for the 11 year period fol-
lowed by ~ 3.8 and ~ 1.7 year period of lesser amplitude
are observed (refer sub-figures 3 (a), (b) and sub-figures 3
(e), (f) for GST VS CR and NHST Vs CR respectively).
Also, its Coherence and its Average Coherence plots show
the highest correlation interaction for the significant 11 year
period (maximum amplitude) with coefficient value > 0.55
and a significant 0.5 year period (which is the half revolution
period of the Earth around the Sun) with > 0.1 coefficient
value. Although the same periodic variation is seen in the
XWT and its Average XWT of SHST Vs CR time-series,
the constructive interaction seen from their Coherence and
Average Coherence does not show up with high significance
except for 11 year period having 90% significant (blue dots
in the average coherence plot) and coefficient value of 0.4
(refer to sub-figures 3 (i), (j), (k) and (1)). This may be due to
the tilt in the Earth’s axis which causes a non-uniform solar
and cosmic radiation to reach the terrestrial environment,
hence explaining the periodic variation in the Southern
Hemisphere region.

Again, checking the XWT plots of the time series between
GST, NHST, and SHST with SW particle speed is shown in
Figure 4. The XWT and its Average power of GST vs SW
particle speed time-series show a correlation interaction pe-
riod which is of 95% significant having maximum amplitude
at 11 and ~ 3.8 years followed by lesser amplitude periods
of 1 and ~ 1.7 years (refer to sub-figures 4 (a) and (b)).
The Coherence and its Average Coherence coefficient show
effective cross-correlation interaction with 95% significant
for 8 — 16 years and 4.66 year periods, and with 90%
significant for 1 year period (refer to sub-figures 4 (c) and
(d)). Also, the XWT and its Average power of NHST vs SW
particle speed time-series describe the significant period of
maximum amplitude at 11 year followed by lesser amplitude
periods of 1, ~ 3.8, ~ 1.7 years respectively (refer sub-
figures 4 (e) and (f)). The Coherence interaction between
NHST vs SW particle speed is given in sub-figures 4 (g)
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Figure 3: The Plots describe the cross-correlations plots of Surface Temperature (Global, Northern Hemisphere, and Southern
Hemisphere) and Cosmic Rays, where (a), (b), (c) & (d) are the XWT, the average cross-wavelet power, the Coherence, and the
Average Coherence coefficient of the Global Surface Temperature with Cosmic rays; similarly, (e), (f), (g) & (h) are the XWT,
the average cross-wavelet power, the Coherence, and the Average Coherence coefficient of the Northern Hemisphere Surface
Temperature with Cosmic Rays; and lastly, (i), (j), (k) & (I) as the XWT, the average cross-wavelet power, the Coherence, and
the Average Coherence coefficient between Southern Hemisphere Surface Temperature and Cosmic Rays.
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Figure 5: The plots show the XWT as (a), the Average XWT as (b), the Coherence as (c) & the Average Coherence as (d) between
Global Surface Temperature and Geomagnetic indices (ap-index). Similarly, (e), (f), (g) & (h) are it's the XWT, Average XWT,
Coherence, and Average Coherence coefficient between Northern Hemisphere Surface Temperature and Geomagnetic indices
(ap-index). Lastly, (i), (j), (k) & (1) are the XWT, the Average XWT, the Coherence, and the Average Coherence coefficient of
Southern Hemisphere Surface Temperature and Geomagnetic indices (ap-index) time series.

and (h). Here, the 7 — 14 years and 1 year have the highests.
significance, followed by the ~ 4 year period with 90%s:
significant. Again, the XWT and its Average power of thess
time-series SHST and SW particle speed shows the signifi-ssa
cant period of ~ 3.8 year to have the maximum amplitude:ss
other than the 11, ~ 1.7 and 1 years period respectively
(refer sub-figures 4 (i) and (j)). Only the ~ 4 year period=s
(with 95% significant) is sustained in the cross-correlatiorss?
interaction between the SHST and SW particle speed, showrese
by its Coherence and Average Coherence plots (refer to sub-43e
figures 4 (k) and (1)). The 11 year period is observed to havesse
constructive interaction with 90% significant (refer to sub-s:
figures 4 (k) and (1)). 442
The cross-correlation interaction of the surface tempera-sas
ture of the Global, Northern, and Southern hemispheres withas
magnetic disturbances in the terrestrial region is given imae
Figure 5. First, the XWT and its Average power plots of GST a7
NHST, and SHST with ap-index of GMI, show a similatas
pattern to that of XWT and its Average power plots of GST4ae
NHST, and SHST with SW particle speed (refer Figure 5)aso
This is expected, as the ap-index measures the magnetics:
fluctuation resulting from the solar activity interaction withs=
the magnetosphere in the terrestrial region. The Coherencesss
and its Average Coherence plots on the contrary differ fomsa
the NHST, SHST with GMI(ap-index) when compared toss
NHST, SHST with SW particle speed (refer sub-figuresse
5 (a)-(j)). Only the 11 year period is observed to be thesz
most significant period of interaction between NHST and

GMI(ap-index) (refer to sub-figures 5 (g) and (h)). But,
SHST and GMI(ap-index) shows inconsistent interaction for
~ 1.7 year period over the timescale in the Coherence plot
and hence are not significant in the Average Coherence plot
(refer sub-figures 5 (k) and (1)).

Lastly, the cross-correlation plots for the SW particles
speed, CR with ap-index of GMI is presented in Figure
6. In this figure, the XWT and its Average power plots
of SW particles speed with ap-index of GMI, shows the
maximum amplitude at 11 year period and lesser amplitude
periods of ~ 1.7, ~ 4 and 2.33 years (with 95% significant)
respectively in sub-figures 6 (a), (b). Again, the XWT and
its Average power plots of CR with ap-index of GMI give
the significant 11 year period of maximum amplitude and
the subsided 4.66 year significant period (refer to sub-figures
6 (e), (f)). The cross-correlated coherence between the SW
particle speed, CR, and GMI (ap-index), shown in sub-
figures 6 (c), (d) and sub-figures 6 (g), (h) respectively indi-
cate the significant periods of 11 year (maximum coefficient)
to be the main period for their interplay. The 11 year period
shows a 0.8 average coherence coefficient for solar particles
and 0.7 average coherence coefficient for cosmic particles
when interacting with terrestrial magnetic properties, imply-
ing that solar particles colliding on the Earth magneto-shield
is higher in comparison to the cosmic ray particles, it may be
due to the higher number of constituents particles entering
the atmosphere.
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Figure 6: The plots describe (a), (b), (c) & (d) as the XWT, the Average XWT, the Coherence and the Average Coherence of
cross-correlated Solar Wind particles Speed and Geomagnetic indices (ap-index) time-series. And (e), (f), (g) & (h) are the XWT,
the Average XWT, the Coherence, and the Average Coherence plots cross-correlated of Cosmic rays and Geomagnetic indices

(ap-index) time series.

494

495

4.1.3. Phase Coherence Analysis 406
In the Wavelet Coherence plots of the cross-correlated,,,
time series of mean Surface temperature, SW particle speed,,qg
CR, and GMI (ap-index), the direction of phase angle (black,q,
arrows) indicates the phase difference (phase lag) between,q,
the two time series (refer to sub-figures 3-5(c), (g), (k). It is,,
possible to determine which time series is more influential,,
than another based on the phase lag (Roesch and Schmidy,,
bauer (2018)). Thus, the phase difference between the two,,
time series interprets the act with which one causes the,,
effect observed on the other. From the phase difference, we,oq
estimate the time delay, as described by Assous and Linneti,,
2012 and Cao and Wang, 2022. The estimated time lag from,,,
the phase difference is shown in Tables 1-3. 500
From Table 1, the time lags between the GST, NHSTj,,
and SHST with CR of the cross-correlated Coherence period,,,
are mostly influenced by the Solar-Lunar cycle and their,,
interplay. Corresponding periods of 0.375-,0.437-, 0.475-,,,
0.64-, 0.85- year are multiple of Solar and Lunar Cycle of;,,
~ 27 days (Wilson (2012); Katsavrias, Hillaris and Prekas,
Papadema (2016); Sidorenkov (2016)). The time lags of,,
3.8-, 5-, 5.5-, 6.87- years are the period manifestation of,,
ENSO and the 3.8-, 8-, 10- year are the signature period,
of seasonal lunar tides cycle (Munnich, Cane and Zebiak
(1991); Lachniet, Burns, Piperno, Asmerom, Polyak, Moys1e
and Christenson (2004); Wilson (2012); Katsavrias et alszo
(2016); Sidorenkov (2016)). Again, in Table 2, the time lags:,
observed between GST, NHST, SHST, and SW shows thes..
signature of both the lunar and solar cycle (periods less.s
than 1 year). The periods of <2, 3-, 4.1- year are bearing:a
the signature of ENSO and 1.74 year is the period of NAGQs.s
which happens to also be the cosmic variation period withe
solar magnetic activity (Schneider and Schonwiese (1989)g27
Kato (2003)). The time lag of 1.16 years happens to be the.s
period of QBO (Mukherjee, Indira, Reddy and BV (1985))s2e

From Table 3, the time lags observed from the Coherence
plots of GST, NHST, and SHST with GMI(ap-index) in-
dicate the lunisolar interaction of 0.64-, 0.87- (multiple of
a 27-day cycle). The time lag of 1.74-year along with 1-,
1.06-, 1.27-, 1.5-, 2-, 2.75-, 4-, 6- years are thought to be
manifestations of QBO, ENSO, and NAO. These time-lags
indicates the influence of the Solar-Moon-Earth interaction
system along with effects from other climate change pattern
such as ENSO, QBO, and NAO. Solar-Cosmic-Terrestrial
interaction seems to be the cause and effect of the majority
of the variations, leaving an indication of the influence of
Solar-Cosmic interactions on climate change.

The wavelet analysis concludes that the terrestrial sur-
face temperature is influenced by solar activity, cosmic rays
particles, and lunar cycles. The periods 11 and ~ 1.7 years,
which measured the solar activity of the solar cycle and
varying cosmic rays intensity in the terrestrial region are
observed from the Coherence analysis of SW, CR with
surface temperature. The other cross-correlation periods of
~ 1.7, ~ 3.8, 4.66/2.33, and 8 — 16 years seen from the
CR, SW particles speed interplay with surface temperature
explains the climate pattern manifestation of QBO, ENSO,
and NAO. Therefore, the interaction of the solar-terrestrial,
cosmic-terrestrial, and lunar cycles is the sole reason why
the climate pattern in the Earth’s atmosphere changes.

4.2. Fractal and Multi-Fractal Analysis

The interaction of solar-terrestrial, and galactic-terrestrial
led to structural cloud formation in the Earth’s atmosphere
(Todd and Kniveton (2001); Sun and Bradley (2002); Usoskin
and Kovaltsov (2008); de Wit and Watermann (2010);
Yurchyshyn and Tripathi (2010); Tiwari et al. (2011); Morner
(2013)). Cloud formation in the coastal region is more
sensitive to the variation of terrestrial atmosphere (Schwartz,
Gershunov, lacobellis and Cayan (2014)), an example during
Oct 1772374 1999, at the Chilean coast showed structural
formation on the cloud, prompted us to go for the MFA of

R.Syiemlieh and E. Saikia: Preprint submitted to Elsevier

Page 8 of 16



Can Cloud Images Help in Predicting Geomagnetic Storms?

Table 1

An estimated phase lag and time lag from Cross Wavelet Coherence of mean Surface temperature (GST, NHST, and SHST) and

CR is given below:

Cross Coherence time-series  Period (years)

Phase lag (radian)

Time lag (years) Refer

~17 i 0.64 Figure 3 (c), (d)
~ 3.8 % 0.475
GST Vs CR ~8 x 5
~ 11 T 5.5
~ 16 x 10
~ 05 oz 0.437, 0.375 Figure 3 (g). (h)
.17 # g 0.64, 0.85
~ 3.8 z 0.475
NHST Vs CR :
S5m
~8 - 5
~ 11 X 5.5, 6.87
~ 16 7 8
ST Ve CR ~17 x 0.64 Figure 3 (k), (1)
~38 27 38

the cloud formation images before the geomagnetic stormsao
which occurred during Oct 215 - 221d 1999 (Basu, Basusa
Valladares, Yeh, Su, MacKenzie, Sultan, Aarons, Richsa
Doherty et al. (2001)), to see if the storm prediction couldsas

have been possible. 544

Figure 7: The cloud formation during Oct 17" — 2374 19995%°
collected from NOAA (NCEI). 560

561

Figure 7, was collected and processed by IBTrACS::
University of North Carolina at Asheville, from the Na-,
tional Oceanic and Atmospheric Administration (NOAA),
National Centers for Environmental Information (NCEI),
in Asheville, NC (http://www.atms.unca.edu/ibtracs/index.

shtml). Since then, a well-known influence of Earth’s cli-
mate was established with cosmic rays and solar activity
(Pallé Bag6 and Butler (2000); Pallé and Butler (2002)). This
means that solar and cosmic interaction in the terrestrial re-
gion will affect cloud structural formation. It is seen that high
solar activity results in a decrease in cooling clouds (low-
height clouds), which led to a global increase in radiating
transfer (temperature) (Pallé¢ Bago and Butler (2000)). The
height of clouds is linked to their thickness which interlinks
to the interaction of particles, and hence pertaining infor-
mation of the surrounding atmosphere. Therefore, analysing
cloud properties should reveal the underlying pattern of their
particle interaction and should support an idea for predicting
geomagnetic storms.

Egyptian and Japanese Station observed a disorder or
fluctuation in the atmosphere of the Earth with the formation
of a cloud swirling structure during the mid of February
2014 and March 2015. In the same region where spinning
cloud structures were observed soon before the GMS event
occurs. There was a GMS during February 18, 20, 2374
and 27" of 2014 in Egypt and March 17"7-18" of 2015 in
Japan (Ghamry, Lethy, Arafa-Hamed and Abd Elaal (2016);
Marubashi, Cho, Kim, Park, Ishibashi et al. (2016)), falling
on the descending phase (high CME events or solar activity)
of the solar cycle. Hence, cloud image data is chosen to
analyse and tally, focusing on Egypt and Japan region. The
mean value of the Cloud Top Height is measured by NASA
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Table 2

This table reports the inferences drawn from Cross Wavelet Coherence of mean Surface temperature (GST, NHST, and SHST)

and SW particle speed.

Cross Coherence time-series  Period (years)

Phase lag (radian)

Time lag (years) Refer

~1 3 0.25 Figure 4 (c), (d)
~17 {T" 0.637
~2.33 P 1.165
~ 3.8 R 1.425
GST Vs SW 4
~ 4.66 2z 0.58, 1.165
3z
~ 11 R 4.13
4
~ 16 z 4
~17 L 0.213, 1.06 Figure 4 (g), (h)
~ 233 R 0.87
NHST Vs SW 4
~ 4.66 g,%” 1.165, 1.747
3z
~ 11 7 4.125
~ 233 %” 1.456 Figure 4 (k), (1)
SHST Vs SW ~ 4 N 15
~ 11 ez z 4.125, 1.375
4 4

(National Aeronautics and Space Administration) instru-sez
ments, MODIS, and is collected as used in our analysis. Theses
parameter is found to be the most suitable for our purposesas
since it contains the effect of convection in transferringes
radiated energy while forming the cloud volume. 506

Cloud has two main roles having opposite effects, theysor
act as a cooler by reflecting solar radiation and warmeses
by trapping the radiation emitted from Earth’s surfacesso
( ( )). As the cloud reflects radia-sco
tion, the radiation transfer must be less in that area where thesos
formation of the cloud is observed. A prominent decreaseso=
in the radiated transfer is observed during 17", 18" andos
27" February 2014 with decreasing Mean Top Cloud Heightoa
parameter in the Egypt region of Figure 8 which muskos
lead to the formation of swirling clouds just before GMS sce
First, the estimated fractal dimension using the box-countingor
method for the cloud images understudy is examined. Theses
fractal dimension estimated for these images was found to beseo
greater than 2 shown in Table 4. This suggests an abundanceso
of fractal attributes or structures in an image is presentia
above 2 or from 2 onwards. This is important because thes:=
enhancement or changes in the structure or fractal attributess
which is observed in the Hausdorff dimension are found tosa
be around this dimension. Table 4 also shows that during thes:s
occurrence of GMS on 18, 23" and 27" February 201416

the box dimension is lesser when compared to the earlier
day. The outcome of using the Multi-Fractal approach to
the cloud images is the individual Hausdorff spectrum or
spectra per day. Figure 9 shows the Hausdorff spectra of the
Mean Cloud Top Height images, which are analysed using
MFA. Hausdorff Spectra of the Cloud images are found to
be a reliable tool for predicting a storm by observing the
a parameter of the spectra of days before an event. Two
inferences can be drawn from these spectra, first, the sharp
peaks become more prominent and amplitude increases
before the GMS event and second, there is a shifting of the
Holder exponent from small « to large « or large a to small
a in reference to the peak observes, before the GMS event.
Now, keeping the two inferences in mind, Figure 9 is checked
more clearly. From the Spectra, we observed a variation or
shift in the a value along the axis (for e.g., the shift of « from
a =2.25t0 a = 2.6 and again to a = 2.25 as observed from
sub-figures 9 (a), (b) and (c) respectively) corresponding
to the Sharpe peak annotated with red rectangle covering
the peak considered. This observation of a shift in Holder
exponent corresponds to cloud images of 15, 16" and 17"
February 2014 which is before the storms occurred, that is,
the 18" February 2014. Also, the exponent of the reference
peak on the 18" February 2014 is shifted to larger a and the
peak is not prominent in its amplitude, this may be explained
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Table 3

Describe the phase lag and time lag estimated from Cross Wavelet Coherence of mean Surface temperature (GST, NHST and

SHST) and GMI (ap-index).

Cross Coherence time-series  Period (years) Phase lag (radian)  Time lag (years) Refer
~17 = 0.64 Figure 5 (), (d)
~ 2.33 = 0.874
~3 7 15
GST Vs ap-index ~ 4.66 %” 1.74
~8 zz 2,1
~ 11 EL 4.125
4
~ 16 LA 4,6
~17 Iz 1.06, 1.5 Figure 5 (g), (h
NHST Vs ap-index 404 (&). (h)
~ 11 % 2.75
SHST Vs ap-index ~17 z 1.275 Figure 5 (k), (1)
Table 4 e21 and (i), we observe a slight shift of the refe%rence pealli to
Box Dimension (D) of Mean Cloud Top Height property froms22  the left of @ = 2.5 in sub-figure 9 (g), again to the right
15-27" Feb 2014 623 in sub-figure 9(h) and completely disappear on the GMS
Date D s2a day, that is sub-figure 9 (h). Lastly, sub-figures 9 (j) and (k)
15-02-2014  2.1655 e2s show the peak at @ = 2.3 becomes more prominent from its
16-02-2014 2.1632 s26 previous day and a shift of this peak to a higher exponent
17-02-2014  2.165 627 1S seen in sub-figures 9 (k). And lastly, an increase of the
18-02-2014 2.1629 e2e amplitude of the Sharpe peak at « = 2.7 and ¢ = 3.1
19-02-2014 2.1605 e20 during the 27" day, which happens to be the GSM event
20-02-2014  2.163 630 day. These observations from the Hausdorff spectrum of
21-02-2014  2.1638 es1 the cloud paint a picture or pattern for identifying the GMS
22-02-2014  2.1636 e32 events before their occurrence and hence leads to at least 1-3
23-02-2014  2.158@ 633 day prior prediction. Now, we will see if this holds well for
24-02-2014 2.1613 . . . .
25.02-2014 21631 e3a a different storm in another location of the Earth, i.e., GMS
26-02-2014 2:1713 ess occurred during March 17" and 18"1,. 2015.in Japan region.
27.02-2014 2.1643 e36 Table 5 shows the decrease of the dimension of the cloud

637

638

Table 5 oso
Box Dimension (D) of Mean Cloud Top Height property from
13"-18" March 2015 °

641

Date D a2
13-03-2015 2.1633 os
14-03-2015 2.1678 .
15-03-2015  2.1695
16-03-2015 2.1673 oes
17-03-2015 2.1654 eae
18-03-2015 2.1628 047

648

649

by the GMS that occurred during this day. The 19" and 20"%so
February 2014 which refer to sub-figures 9 (e) and (f) showss:

an increase in the amplitude of the Sharpe peak at a = 2.5s2
when the storm occurred. Again, from sub-figures 9 (g), (h)sss

images during the occurrence of GMS events in comparison
to those before the event. Figure 10 shows the Mean Top
Cloud Height images which are to be analysed for storms
that occurred in Japan region. We observed the radiated
transfer in Japan region to decrease from 15"7-18'", in March
2015 which stated a change in terms of cloud structure. The
Hausdorff Spectra of the cloud images shown in Figure 11
clearly, show the variation of the reference peak across the
Holder exponent i.e, a value, during 13", 14" 15" March
2015 (refer sub-figures 11 (a), (b) and (c)), which may be
a lead for the occurrence of GMS on 17" and 18" March
2015 in the Japan region. Also, sub-figure 11 (d) shows a
decrease in the amplitude of the reference peak at & = 2.25
prior to the GMS event. Hence, the Hausdorff spectrum of
the Mean Top Cloud Height exhibits a pattern of shift and
amplification of the reference peaks in the Holder exponent
one—three days before an actual storm event.
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Figure 8: The Mean Cloud Top Height images from 15 February to 27" February 2014. The Cloud in Egypt region during 17", 25"
and 27" February 2014 was seen to have a lesser height in comparison with others. The Top Height on 15", 18" — 19" 20" — 21,
and 25" — 26" February 2014 may be seen to be anomalous in comparison to that on other days.

666

5. Conclusion

The change in solar and cosmic radiation is the main:::
cause of the temperature change in the terrestrial environ-m
ment which are linked to climate change pattern. In this pa.
per, we study the periodic interaction of the solar—terrestrialﬂ
and cosmic-terrestrial, to find evidence of their role in thisﬁ_,2
interplay. Their cross-correlation analysis has shown that&73
the solar cycle period is the most significant period that
dominates this interplay. Moreover, we have observed that
the periods which demonstrate the climate change patterrs7+
such as ENSO, QBO, and NOA in the Earth’s atmosphere,,
also exist. It is known that temperature variation is the sole,,,

reason that affects the formation of clouds and thus, rainfall
distribution on the planet. Therefore, we have proposed a
new idea for analysing cloud images for geomagnetic storm
prediction. Besides, it is observed for the first time, on the
basis of our results obtained from the MFA of the terrestrial
cloud images that the tools available in MFA may be used
reliably to predict geomagnetic storms at least one-three days
before the occurrence of the event.
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Figure 9: The Hausdorff Spectra of Mean Cloud Top Height images from 15 February to 27"* February 2014. Onset of storms
on 18" 20™ 23" and 27" could be predicted from the anomalous spectrum peak on 15% — 16", 19" — 20" 215" — 22" and 25",
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